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Social Solutions International (Social Solutions) is pleased to present this research design to the 
Federal Communications Commission (FCC). Social Solutions has been tasked with the 
development of a research design that can be used to identify and understand the critical 
information needs (CINs) of the American public (with special emphasis on 
vulnerable/disadvantaged populations).  

To inform the research design, Social Solutions held a subject matter expert conference on 
September 13-14, 2012. The meeting included a review of a comprehensive literature scan of 
available research, and discussion of methodology, protocols, and procedures best suited to 
implementation of both a Media Market Census and a Community Ecology Study. Based on the 
discussion and insights garnered from the 20 participants, as well as feedback from key 
stakeholders at FCC, Social Solutions has developed this research design. The design is based on 
the assumption that the period of performance for this project will be approximately one year.  

 

 
We understand that the purpose of this Study of Critical Information Needs (CINs) is to provide 
a comprehensive analysis of access/barriers to CINs in diverse American communities.

The objectives of the study are to: 

• collect data to inform: 

o the access (or potential barriers) to CINs as identified by the FCC;  

o  the media that makes up media ecologies (i.e., what media is actually included in 
that ecology; ownership of that market; what specific type of content dominates 
those media ecologies; what is the flow of information within the ecology, etc); 

o  the use of and interaction between media that makes media ecologies (i.e., how 
do different layers of the ecology interact to provide for CINs; how do individuals 
of diverse neighborhoods/communities differ in terms of access to CINs); 

• validate data collection tools/templates and protocols; 

• demonstrate high internal validity and reliability of measured constructs 

 

 
The objectives of the study are to help FCC answer the following questions: 

• How does this study inform the acquisition and/or barriers to CINs in American 
communities? 
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• What barriers to entry exist in the FCC regulated markets and to what extent do those 
barriers to entry have a negative impact? 

• Do the tools/templates demonstrate a high degree of internal validity? Do the 
tools/templates demonstrate a high degree of reliability across diverse target markets?  

 
We will (1) develop and finalize the study research design; (2) develop research protocols and 
survey instruments for CINs data collection; (3) obtain IRB and OMB Clearance; (4) develop 
facilitator recruitment materials; (5) provide relevant materials and/or training to assist the 
facilitators in applying the research protocols; (6) code, analyze and interpret the individual data; 
and, (7) prepare a study findings report. 

I. Proposed Study Design Overview 
 
MEDIA MARKET CENSUS 

Content Analysis of Media Content 
a. Broadcast News Content: Utilizing a one constructed week sample of local 

broadcast television news, we will perform a content analysis of CINs and 
how they are presented within that content (with emphasis on descriptive, 
content, and production elements within each broadcast) (n=minimum of 504 
TV broadcasts). 

b. Newspaper Content: Utilizing a one constructed week sample of daily 
newspaper content, as well as weekly newspaper content, we will perform a 
content analysis of CINs and how they are presented within that content 
(n=maximum of 252 newspaper issues). 

c. Radio News Content: Utilizing a one constructed week sample of local radio 
news, we will perform a content analysis of CINs and how they are presented 
in that content (n=maximum 504 radio broadcasts). 

d. Internet Content: Utilizing a list of websites to be crawled for each category 
of CINs, we will perform a content analysis of CINs within a constructed 
week of Internet content. 

e. Qualitative Analysis of Media Providers: Utilizing a sample of media 
providers (n= maximum of 280), we will conduct a qualitative analysis of 
local media services providing for CINs via in-depth interviewing, with 
particular emphasis on ownership characteristics, employment data, 
demographics on decision makers and barriers to entry. 

 
Note: The constructed week for television, newspaper, radio, and Internet are anticipated to all 
be the same in order to control for actual news events (i.e., the null hypothesis states that the 
same news coverage would occur equally across different media types). 
 

COMMUNITY ECOLOGY STUDY 
a. General Population Survey: Utilizing a multi-level sampling method, this 

survey will measure community members’ actual and perceived critical 
information needs (n=4392).  
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b. In-depth Neighborhood Interviews: In order to tap into not only individual 
level effects, but also neighborhood effects, we will conduct in-depth 
interviews with individuals in diverse neighborhoods (determined utilizing 
census tract data) (n=504). 

 
These two studies (the Media Market Census and the Community Ecology Study) within the 
overall study will not be conducted independently of each other. Instead, they will each inform 
the other to provide a deeper analysis of the overall media ecology, specifically how media 
providers and user both interact with CINs.  

 
a. Media Market Census 

 
i. Understanding of Media Market Census goals 

 
The core goal of the media market census is to determine whether and how FCC-
regulated and related media construct news and public affairs to provide for CINs across 
different communities. This includes a thorough study of local media ecologies, with 
special emphasis on performance and access/barriers to CINs. This census will consist of 
two primary components:  
 

1) Constructed databases of  local content1 (including services/media providing 
alternative languages, media description, closed captioning, etc.) for a 
constructed 1-week period that tap into CINs (i.e., accessibility or lack 
thereof), coded per research design. 
 

2) A qualitative analysis of local media services providing for CINs, with 
particular emphasis on media ownership/management characteristics, 
employment data, demographics of decision makers, and barriers to entry. 

 
Specific research questions of interest concerning the Media Market Census include the 
following: 

• What media is actually included in the media ecology being studied? 
• What specific type of content dominates the media ecologies?  
• How is the ownership of that market characterized? 
• What is the flow of information within the ecology? 

 
ii. Methodological considerations 

 
During the FCC expert panel meeting, there was considerable debate regarding the 
methodological approach to the two aforementioned components of the Media Market Census. 
Regarding the former, much of this discussion centered upon the use of constructed versus 
consecutive week samples of media content (newspapers, TV newscasts, and Internet content). 
Due to the cyclic nature of news content, recent research indicates that drawing a random block 
of news content may not be representative of a larger time frame (e.g., randomly selecting two 
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consecutive weeks of content to generalize to a year’s events). One solution that has taken into 
account systematic variation in daily newspaper content, as well as broadcast television news, is 
a stratified sampling procedure that leads to constructed weeks. This ensures that each source of 
cyclic variation (i.e., days of the week) is represented equally in the sample. Given the vast 
research on newspaper content analysis (for both single and multi-year studies), as well as 
broadcast television news content analysis, in the past 20 years, we have identified the use of 
constructed samples as one methodological consideration that would demonstrate empirical rigor 
to the final study design. 

 
With respect to qualitative analysis of local media services, FCC stakeholders (Research Design 
meeting participants) noted the difficulties inherent in both interview- and survey-based research 
of media owners, managers and employees, particularly with respect to: 1) establishing contact 
with those entities; and, 2) the challenge of obtaining socially desirable responses to potentially 
sensitive questions. With respect to the former issue, contact with media providers (particular 
those at the management level) can often be very difficult in light of busy schedules and 
reluctance to speak to “outsiders” about potentially sensitive issues. This feeds into the latter 
issue of media owners may choose to supply inaccurate answers, which cast their companies and 
practices in a more positive light than is accurate. In order to avoid relying solely on potentially 
biased responses from media owners, it is critical to examine providers at multiple levels. 
Therefore it is critical to develop valid instruments that accurately tap into the provision of CINs 
across multiple contexts, ecologies, and markets.  

 
 

iii. Sampling and research protocols 
 
Broadcast television news 
 
For broadcast television news, a constructed week consisting of newscasts of a particular day of 
the week will be gathered over an extended period. A constructed week sample involves 
identifying all Mondays in a given month (i.e. January), and randomly selecting one Monday, 
then identifying all Tuesdays in the subsequent month (i.e. February), and randomly selecting 
one Tuesday, etc., to ‘construct‘ a week that ensures that each source of cyclic variation-each day 
of the week-is represented equally. This procedure of constructing the week over a period of time 
greatly reduces the danger of a particular story dominating the data set, thereby biasing the 
sample. Past research has limited the broadcast week to the Monday through Friday newscasts to 
eliminate the potential impact of weekend sporting events that might preempt news broadcasts 
(see Yanich, 2001). However, given the FCC mission to study CINs specifically, we propose to 
include all seven days of the week in the constructed sample. Although the empirical literature 
customarily recommends a minimum of two constructed weeks of broadcast content in order to 
yield a reliable sample (see generally: Riffe, Lacy, Nagovan, & Burkum, 2000), more recent 
research by Yanich (2011) illustrates the utility of a one constructed week sample, provided this 
constructed week passes methodological muster. The selection of a starting date that extends 
across both sweeps and non-sweeps periods is important to the construction of this week. Nielsen 
has announced its sweeps dates for 2013. For November 2012, they are Oct 25 -Nov 21; for 
February 2013 they are January 31-Feb 27; for May 2013 they are April 25-May 22 and for July 
2013, they are June 27-July 24. For 2014, we expect the sweeps dates to fall roughly within the 
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same period. Presuming that the contract period for this project will be one year, an example of a 
reasonable constructed week, therefore, would include the following dates: Sunday, July 7 ; 
Monday, August 7 ; Tuesday, September 17 ; Wednesday, October 30 ; Thursday,  November 
14; Friday, December 20 ; and Saturday, February 1 . Once the content of this constructed week 
is acquired, we will randomly sample content from each day. 
 
Looking at the content universe available for television, we have noted a number of resources 
that may potentially provide for CINs. These include: local TV news, locally produced morning 
talk/news shows, newscasts produced by networks, news magazine shows produced by networks, 
cable news programs, and entertainment programs. Provided that station owners make the 
legitimate claim that their decisions regarding what content to present is dictated largely by the 
forces that exist in the local market, we must concentrate our efforts on examining first content 
that is controlled within the market. To that end, only local television sources are to be included 
in this sample.  

 
Data will be acquired from DateLine Media, a media monitoring corporation based in Honolulu, 
Hawaii. Data will be delivered via DVD and will include content from four stations in each of 
the six markets.  The unit of analysis will be the individual story that was presented on the 
newscasts, excluding sports. Sports will not be included in this mix because those segments are 
structural features of the newscast as a matter of policy and do not address CINs. However, we 
will code for the amount of time per broadcast spent covering sports material. A minimum of 
504 broadcasts (including 30-minute and 60-minute broadcasts) will be coded and analyzed 
across the six markets. A coding schematic will be developed for a team of coders to assess CINs 
in television newscasts. Coders will receive content analysis training and appropriate precautions 
will be taken to ensure inter-rater reliability, including Cohen’s Kappa scores for 10 percent of 
all newscast codings.  
 
The issue of sampling parts of the day will be guided first by what content the triage model says 
we should examine.  On the presumption that we restrict our study to locally-produced content, 
parts of the day during which they appear will present the universe of time. For example, if those 
periods are between 5am-9am; 12pm-1pm; 5pm-7pm; 9pm-11pm, we would choose a stratified 
random sample of that content (stratified by time slot).  
 
We propose sampling three broadcasts, per channel, per day. This sample would consist of the 
largest news block, plus two randomly selected blocks, for each channel, each day (including 
weekends).Where available, non-English broadcasts will be captured; we propose sampling no 
more than 10 percent of such broadcasts across all markets. To ensure that stations broadcasting 
in languages other than English are included, the first ranked foreign language station will be 
ranked ahead of the fourth ranked English language station. As noted above, a minimum of 504 
broadcasts are recommended for inclusion and analysis. 504 is derived from the collection of 
three broadcasts per channel, per day, assuming the minimum inclusion of network affiliated 
broadcasts):  

3 broadcasts X 42 channels X 7 days = 84 broadcasts/market (84 X 6 = 504)
 

In the event that a market has fewer than 4 local channels, we will reconcile this with an oversampling of channels 
in another market that has more than 4 local channels. 
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Three broad categories of variables will be examined for each newscast. The first of these 
categories is identification variables, which describe the descriptive/demographic features of the 
newscast. These include the broadcast number, the station, the network, the time of broadcast, 
and the duration of the broadcast. The second category of variables concerns the content of 
individual news stories. These include the topic of the story and the story type (for the current 
project, we would craft the coding of story type to reflect CINs). Finally, the third category of 
variables focuses on the production of the news stories. These variables include the mode of 
presentation, place of the story (i.e. chronological position in the entire broadcast), live vs. 
remote, block/segment of the story, as well as the beginning and end time of individual stories 
within each broadcast.  
 
Given that content is a particularly crucial element of this coding procedure (this is where CINs 
are evoked), more detail on that component follows here. We propose a 3-stage coding scheme 
in order to fully capture content related to CINs. The first part would specify a 0/1 dichotomous 
variable for each of the eight categories for each of the stories/segments that are part of the 
analysis. A zero would indicate that information pertaining to that particular CIN was not part of 
the story; a one would indicate that it was part of the story. The second stage would develop a 
summary variable in which we could specify the extent to which any individual story/segment 
provided information across a set of CIN categories. The third stage of the coding scheme would 
be to understand the frame of the coverage of the CIN.  At the most basic level we would 
determine if the coverage is framed to suggest who/what was responsible for the condition and 
who/what might be responsible for any action.  For example, a story/segment that presents health 
information about prescription drugs might frame the story as one of personal responsibility in 
which individuals (not physicians or pharmacists) are responsible for making sure that there are 
no contra-indications across the drugs they are taking.  Another story looking at the same issue 
might frame such oversight as the responsibility of health professionals. Each has very different 
implications for how citizens might react to the story. 
 
Newspapers 
 
A stratified sampling procedure will be implemented for the identification, acquisition and 
analysis of local content that will be included in the compiled database. Specifically, we will 
sample from local daily newspaper sources, obtained either through microfiche or digital 
download formats. We will utilize a constructed week sample in order to maximize both validity 
and reliability of collected data sources. For newspapers, we propose a one week constructed 
sample, which will represent roughly six months’ worth of material (Hester & Dougall, 2007; 
Riffe, Lacy, Nagovan, & Burkum, 1996). This will correspond to the same constructed week for 
broadcast television (Sunday, July 7; Monday, August 7; Tuesday, September 17; Wednesday, 
October 30; Thursday, November14; Friday, December 20; and Saturday, Feb 1.). Concurrently, 
we will also sample from weekly newspapers. Selection of weekly newspapers will not be 
randomly stratified by month, but rather will correspond to the daily newspaper selected for each 
month. We propose a cap to the number of newspapers sampled, dependent on market size. For 
small markets, we propose a maximum of three newspapers per day in the constructed week, in 
addition to seven weekly newspapers that coincide with each day in the constructed week. 
Therefore, in two small markets, we would sample 56 newspapers. For medium markets, we 
propose a maximum of five newspapers per day in the constructed week, in addition to seven 
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weekly newspapers that coincide with each day in the constructed week. Therefore, in two 
medium markets, we would sample 84 newspapers. For large markets, we propose a maximum 
of seven newspapers per day in the constructed week, in addition to seven weekly newspapers 
that coincide with each day in the constructed week. Therefore, in two large markets, we would 
112 newspapers. The maximum number of newspapers to be coded, therefore, is 252.  
 
Small Market:   3 newspapers X 7 days = 21 + 7 issues of weekly papers = 28 X 2 = 56 
Medium Market: 5 newspapers X 7 days = 35 + 7 issues of weekly papers = 42 X 2 = 84  
Large Market:  73 newspapers X 7 days = 49 + 7 issues of weekly papers = 56 X 2 = 112 

Total: 252 
 
In the event that each small, medium, and large market have more than three, five, or seven daily 
or weekly newspapers, respectively, we will utilize choice criterion for selecting which 
newspapers to include in the sample. For instance, we may choose to sample newspapers with 
the highest circulation (i.e. newspapers with the greatest “reach”). 
 
Where and when possible, non-English newspapers will be sampled. However, no more than 
10% of sampled issues will be non-English. This breaks down to sampling roughly one non-
English newspaper per day in the constructed week of medium and large markets, and no non-
English newspapers in small markets. Coding categories will mirror those for broadcast 
television, in that we will follow a 3-stage coding process to fully explore content related to 
CINs. Additional production coding will include news source, article length (in column inches), 
whether the story was a news source’s top story, and presence of photographs. We will also 
remain mindful of the potential impact for content variance on our sampling procedures. 
Specifically, once we have collected, coded and entered all data for our relevant variables, we 
will statistically analyze these variables to determine the representativeness of samples from that 
content. A coefficient of variance will be calculated for each variable. Following the convention 
of Riffe, Lacy and Fico (1998) if the coefficient of variance exceeds .5, this indicates that we 
may consider increasing the size of the sample of newspaper content. Similar to broadcast news, 
stories will be coded by a minimum of two coders, who will receive a content analysis training 
and appropriate precautions will be taken to ensure inter-rater reliability, including Cohen’s 
Kappa scores for 10 percent of all newspaper codings.  
 
Radio 
 
Given that the vast majority of radio content is music, we plan to only sample from radio stations 
that potentially provide for CINs (i.e. news content). This includes news and talk radio stations. 
We may consider obtaining this media at cost from DateLine Media (same as television). As 
mentioned previously, the constructed week for radio content will be identical to that of 
television and newspaper content. A maximum of 1.5 hours of content will be captured per 
station, per day. Similar to television broadcast news, the largest radio block4, plus two randomly 
selected blocks will be captured per station, per day. Similar to TV broadcast, we suggest a 
minimum of 504 broadcasts. When possible, we will capture non-English radio broadcasts (no 

In the event that a large market has fewer than 7 daily or weekly papers, we will reconcile this with an 
oversampling of newspapers in another large market which has more than 7 daily or weekly papers.
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more than 10 percent of all radio broadcasts across all markets). Coding categories will mirror 
those for broadcast television, in that we will follow a 3-stage coding process to fully explore 
content related to CINs. A coding schematic will be developed for a team of coders to assess 
CINs in radio newscasts. Coders will receive content analysis training and appropriate 
precautions will be taken to ensure inter-rater reliability, including Cohen’s Kappa scores for 10 
percent of all radio newscast codings.  

3 broadcasts X 4 stations X 7 days = 84 broadcasts/market (84 X 6 = 504) 
 
Internet 
 
Web archiving will be used to pull content from websites, which will then be analyzed to see 
how online content addresses the CINs of Americans. In 2006, the Internet Archive [a 501(c)(3) 
non-profit digital library] launched Archive-It, a web archiving service that allows organizations 
to capture web content to build, manage and preserve collections of digital information. Archive-
It creates a thematic or topical collection of web content from many sources including html, 
video, audio, social networking, images, PDF and online newspapers. Organizations set up 
crawls, to harvest web data to create a collection, which are customizable by scope and 
frequency. Crawls capture content, by subject or event, indexed for full text searches and 
catalogued with metadata. Content is stored by the Internet Archive and accessible with 24 hours 
of a completed crawl.  Reports and a quality assurance tool are available for organizations to use.  
 
We will generate a list of websites (called seeds) to be crawled for each category of CIN, to 
include TV station websites, university websites, local school system websites, blogs, local radio 
station websites, and state/local government websites. Overlap between certain website content 
(state/local governments; universities) and other media (PEG channels) is likely. Therefore it is 
anticipated that the research team will be able to capture some of the information through this 
process that might be missed by not being able to scan all local television content.  A sample list 
of seeds can be found in Appendix E. The final list will be reviewed and approved by FCC and 
Archive-It. Seeds may include URLs, social media and specific news stories. Customizing the 
frequency and scope of the crawl will allow us to generate a collection of content to be analyzed 
for CINs. 
 
As with the aforementioned media outlets, Internet content will be crawled on the same 
constructed weekdays that TV, radio, and newspaper are sampled. Archive-It provides the 
opportunity to follow the cyclic nature of news content development by selecting the frequency 
of crawling.  
 
We will select thematic topics as well as metadata (data about data used in describing a resource) 
to focus the results of each crawl.  The Dublin Core Standard Element set of 15 metadata fields 
is included (creator, description, title and so forth); along with customizable fields. Customized 
fields will include language specific to each CIN. Each crawl will harvest all available content 
from the seeds that fit within the scope we have specified. The seed is the starting point; every 
URL associated with that seed will be culled for content.  
 
After each crawl, a set of reports are automatically generated to run analysis on the content that 
was collected. These reports will provide us with overview data (how many files were 
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generated), seed status (which seeds produced the most URLs), hosts (information about the 
host, including embedded content), file types (which file type collected the most data), PDFs 
(ability to view PDFs directly and add metadata), videos (file type, direct view and add 
metadata) and a QA report to visualize specifically what was not captured and why it was not 
captured. The tool provides a mechanism to run a “patch crawl” to collect content that was not 
captured the first time around. 
 
Results of each crawl are provided in WARC (Web ARChive) files.  The WARC file provides 
information on all of the communication between the crawler and the source, as well as the 
associated metadata and the payload, or actual content. Each WARC record includes a heading, 
record ID, content length, date, content type, whether the content has changed since the last 
crawl, relationship to other records (records created as part of the same capture event), the IP 
address and associated metadata.  

Once the content is captured, we will use Archive-It reports as well as the search function to 
analyze content. WARC files index the captured content for full text search, and attaching 
metadata before crawling allows targeted searches. A report will provide information about how 
content is being disseminated, the relationship between webpages, and which URLs each seed is 
linking to. Another report will provide a page count against a particular CIN category or other 
metadata.  For further analysis, we will search the WARC files for specific themes or simple 
phrases. Archive-It analysis techniques have the ability to examine the relationship between, as 
well as the flow of, content. 
 
 
Qualitative Analysis of Media Providers 
 
In order to establish a dialogue between the findings of the content analysis of media sources and 
what is actually reported by news providers, we propose an exploration of three levels of 
employment: corporate management, local management, and lower level employees (reporters, 
editors, etc). This exploration needs to determine who is actually concerned with CINS and at 
what level this concern exists in markets. The qualitative component is designed to answer the 
question of WHY the content analysis says what it says (i.e. we don't want our content analysis 
to be random, arbitrary noise).

In order to accomplish this task, we first must identify ownership characteristics of target 
markets. The first step is to determine who owns the broadcast stations (television and radio, 
(henceforth collectively referred to as ‘news media property or properties’), which of the 
broadcast stations are duopolies, which of the stations provide news and information, whether 
they originate local news and whether they employ news staff. For owners of multiple stations, 
do they simulcast news on all their stations, do they employ separate news staffs, or do they air 
syndicated news programming? 

Some of the information on the news media properties can be obtained by examining the 
respective websites. For instance, it is possible to determine the owner and, for the television 
stations, the identities of the on-air staff members. Using this method, we can learn the names of 
the top managers at the television stations and newspapers. Finding radio station news managers 
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is not always successful using the Internet. The most reliable way to collect this information is 
through personal contact with news media property staff or someone familiar with the staff. 
However this also presents challenges. It is important to identify and talk with people who are 
willing to provide demographic information about their respective property’s work force. 
Official inquiries of this type are normally directed to the Human Resources office, which often 
refers such questions to the corporate office. 

Consequently two strategies must be employed: 

1. Locating someone in the station who can provide demographic information; and 

2. Making a formal request for the demographic information from Human Resources and/or 
corporate headquarters. 

Strategy #1 could be accomplished by reaching out to acquaintances at news media properties. 
Strategy #2 usually requires sending a formal, written request to HR and/or corporate 
headquarters, which could delay results significantly. 

The final component of this qualitative piece involves the execution of in-depth interviews with 
corporate management, local management, and support staff. We suggest a maximum of 56 
media provider sites (radio and television stations) be surveyed.  Within that maximum, 
interviews will be conducted within each market, stratified by market size. We propose that 
interviews be conducted at six sites in each of the selected small markets, ten sites in the selected 
medium markets, and 12 sites in large markets. Five interviews will be conducted at each media 
site. The selection of the type of staff to interview within each market shall be largely dependent 
on the number of properties within each market. The maximum number of interviews will be 
capped at 2805.  

Small Market:   6 sites X 5 interviews = 30 X 2 = 60 
Medium Market: 10 sites X 5 interviews = 50 X 2 = 100 
Large Market:  12 sites X 5 interviews = 60 X 2 = 120 

        Total: 280 
 

In order to maximize productivity, we propose that qualitative analysis of media providers occurs 
in conjunction with the construction of the media census. Given that these activities may mutual 
inform one another, it is crucial that consistent progress updates on both media market census 
components are furnished. These will be used, for example, to determine whether appropriate 
variables and measures are captured for the market census of inventories (e.g. interviews with 
providers may allude to important data elements worth capturing). 
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The purpose of these interviews is to ascertain the process by which stories are selected, station 
priorities (for content, production quality, and populations served), perceived station bias, 
perceived percent of news dedicated to each of the eight CINs, and perceived responsiveness to 
underserved populations. Due to the highly sensitive nature of information collected (particularly 
among reporters and anchors of television news stations), demographic information will not be 
reported. Additionally, confidentiality will be assured among all participants interviewed. 

iv. Instrumentation 
 

• Interview protocols for providers (Appendix A) 
• Coding schematics for content analysis of TV broadcasts, radio 

broadcasts and newspapers (Appendices B, C, D) 
• Coding schematics for content analysis of Internet inventories 

(Dublin Core Elements) (Appendices F, G) 
 

v. Data analysis 
 
The final constructed database will contain data for all media outlets at multiple units of analysis. 
We anticipate that the most granular unit of analysis will be individual news stories, while higher 
order variables will tap into higher units of analysis. For example, for broadcast television and 
radio, we also will include station demographics. Likewise, for newspaper content, we will also 
include newspaper-specific variables. Such data formatting will allow for potential hierarchical 
analysis of the data, including multi-level modeling (e.g. analysis of news stories that are 
clustered within particular stations within markets). 
 
We anticipate employing a number of statistical methodologies for the analysis of the 
constructed census of media content. These methods include univariate and descriptive statistics 
of variables of interest, as well as bivariate analyses (including t-tests and chi-square analyses) in 
order to illustrate relationships between key variables of interest. For example, we may wish to 
examine the relationship between presentation mode of story and station (in other words, is there 
a difference across station types in the mode in which stories are presented?). Chi-square 
analysis is well suited to questions such as these, while t-tests can answer questions concerning 
continuous, non-categorical variables. Should the need arise for multi-variate techniques (i.e. 
exploring the relationship among several independent variables and one dependent variable), we 
are also equipped with the skill set to handle this type of analysis, including multiple regression, 
logistic regression, and factor analysis. It may also be possible to employ a multi-level modeling 
approach, which takes into account differences among individual news stories, nested within 
broadcasts, nested within stations. The final analysis utilized will be largely dependent on the 
variables selected for inclusion on data collection templates. These analyses will be executed 
using Stata 12.0, a robust statistical package that can perform complex analysis techniques. Table 
1 below presents a battery of quantitative analyses techniques with associated descriptions of 
how each can be employed. 
 
Table 1 

Analysis Plan Element Description 
Detailing the key variables A codebook will be acquired/developed identifying each variable utilized in the 
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analysis, including variable code name, level of measurement (i.e., nominal, 
ordinal, interval), and descriptive statistics (i.e., mean, median, mode, standard 
deviation, and range). 

Data cleaning/reformatting Often, it is necessary to reformat data sources and variables so that they are 
readily transferrable between multiple data software/analysis programs. At 
Social Solutions, we utilize StatTransfer© for quick transfer of data between 
several data entry/analysis programs, including Microsoft Excel, SPSS, Stata, 
SAS, and 1-2-3. As well, we also understand that it is often necessary to 
recode/transform variables (e.g. continuous  categorical level of 
measurement). To this end, we have developed extensive code/syntax so that 
this process is time- and cost-efficient. 

Model specification Model specification refers to the construction of statistical models that explore 
the relationships between multiple independent variables and a single 
(sometimes multiple) dependent variable. Specification of an appropriate model 
is multi-faceted, requiring interaction analysis, residual analysis, and goodness-
of-fit analysis.  

Robustness checks/sensitivity 
analyses 

Successful model specification is largely verified by robustness checks. 
Essentially, this refers to the statistical ability to validate an existing model 
through the empirical testing of alternative models. For example, models can 
often be verified by executing a 10% random sample elimination and re-running 
that model to determine if covariates still retain the same direction and 
magnitude (known as sensitivity analyses).   

Bi-variate statistics One example of how bi-variate statistics can be utilized in our analysis involves 
the examination of how various media ecologies provide for each of the 8 CINs. 
For example, if provision of CINs is quantified as a continuous measure (e.g. a 
raw score), we may choose to employ ANOVA to examine differences among 
various media ecologies (newspaper, radio, television, Internet). Conversely, if 
provision is categorized (e.g. yes/no response), we would employ a chi-square 
analysis to detect differences among various groups. 

Multi-variate statistics One aspect of each media ecology we may choose to analyze is how certain 
factors explain the variance of provision for CINs. Depending on how provision 
is operationalized (continuously or categorically), we may opt to employ 
multiple regression or logistic regression to examine how certain factors (e.g. 
demographics of media outlet) explain/predict provision of certain CINs. 

 
 
For qualitative analysis of interviews with media providers, we propose the use of Dedoose 
software, a web-based application for analyzing textual data. This software is unique in that it 
allows users and teams to analyze qualitative and mixed methods research data when conducting 
surveys and interviews in market research, psychology research, ethnographic research, and 
anthropology research. Users are able to work on projects simultaneously, while enjoying a high 
degree of security which is compliant with NIST, HIPAA, SOX, and GLBA. We propose using 
this software for a textual analysis of detailed interview notes and short answer survey responses 
from media providers. This analysis will enable us to identify patterns, themes, and connections 
in the data that might not otherwise be detected from multiple readings of text and surveys. The 
ability to tap into latent material from these interviews will allow us to establish whether a 
dialogue exists between what the media providers report, and what is found from the census of 
acquired media content. Further, this analysis will allow us to explore potential barriers to entry 
into select media markets, with particular emphasis on elements/characteristics that factor into 
such a barrier to entry.  
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b. Community Ecology Study 
 

i. Understanding of Community Ecology Study goals 
 
The Community Ecology Study seeks to determine the CINs of a broad and demographically 
diverse population of a metropolitan area, as they are perceived and demanded by individuals 
nested in neighborhoods within those areas. 
 
This research is subject to two very important constraints.  The first is that the CINs identified 
represent concrete needs of diverse communities.  That means that demand for many of them 
will be both contextual and latent.  Peoples’ CINs vary by context: emergency information is 
relevant only during a tiny portion of the time, but extremely relevant during a period of 
emergency or threat. It is also latent, in that it is neither needed nor necessarily perceived to be 
needed until that threat is activated.  A major challenge is to create valid instruments that 
measure needs across multiple contexts, some of which are latent. 
 
The second constraint is that interpersonal social networks (both on and offline) are both a 
structure that provides media content as well as a conduit in the flow of information. .  Networks 
provide and circulate information, including CINs.  Health information is as likely to come via 
kin or friends as it is via the media, and, increasingly, via social media. Therefore, the 
Community Ecology Study will need to capture demand that is both contextual and latent and to 
capture the social network structure of respondents as both provider and conduit of information. 
 
The Community Ecology Study will also have to be multi-level and embedded. In any standard 
metropolitan statistical area (SMSA) there are metro-wide media–newspapers and television 
news–that still provide an overwhelming share of local news and information. The content and 
structure of these media form the macro-environment in which news is most likely to originate, 
and from which it circulates.  But because neighborhoods in America remain significantly 
stratified by race and ethnicity, as well as income, the meso-layer of community and 
neighborhood also matters.  For example, while some CINs may be met via the open Internet, or 
provided at the macro-level, this information may not flow through channels of communication 
at the neighborhood level.  Whether and how this varies is a key research goal of these studies.  
Finally, the micro-layer of reception is simultaneously both an individual and network layer. 
Individuals have been shown to receive significant information through their social networks 
(kin, friends, neighbors, co-workers).  To some extent these networks are online, but as 
researchers have shown, neither online access nor skills are distributed equally in the local 
SMSA.  Simply, whether one goes online or has access to broadband or mobile broadband varies 
greatly by race, ethnicity and income, and these effects are clustered in the metropolitan 
environment.  This research question is directly linked (embedded) in the problem of 
neighborhood-level effects.   

 
ii. Methodological considerations 

 
Conducting the Community Ecology Study will require a set of methods that take the above into 
account:  the instruments measuring individual needs will need to incorporate context and 
latency; they will need to measure individuals’ social networks in a form that can be used as 
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aggregate data; and they will need to gather data about individuals’ information use at multiple 
levels of the media/community environment.  
 
The first task is to build a validated instrument for measuring individuals’ actual and perceived 
CINs.  The foundation for that instrument was laid in the literature review, but no extant 
instrument that measures response to the group of eight CINs exists. The Critical Review of the 
Literature established a set of necessary thresholds in each of the eight categories, many of which 
have both an objective and individual component. For example, in a given community, are there 
channels for emergency communication that can reach the entire population? If not, who is 
excluded, for what reasons, under what conditions?  Is there a sufficiently robust market in 
employment information, in print, online or other?  After these parameters have been established, 
the next task is to conduct individual level research (surveys and in-depth interviews) to 
determine whether individuals in varied communities perceive these needs and, if so, how they 
meet them, and whether they believe adequate information exists to meet them. 
 
In addition to survey instruments, in-depth interviews should also be conducted with multiple 
individuals in pre-determined diverse neighborhoods nested within each market.  These 
interviews are the most efficient means to both obtain the data that will allow us to arrive at a 
deeper, higher-order level of analysis of the perception and demand side of CINs, as well as 
provide additional insights to potential revisions of the survey instrument.  This will include a 
maximum of 504 interviews with trained researchers, depending on the size and diversity of the 
chosen SMSAs.    In order to capture diverse neighborhoods (not only marginalized 
neighborhoods, but also middle-class, and upper establishments), we will rely on Census tract 
data, including data concerning racial heterogeneity, socio-economic status, and economic 
inequality. Sociological research indicates these variables are often indicative of concentrated 
disadvantage within a community or neighborhood.  

 
iii. Sampling and research protocols 

In the six communities of interest, we propose a multistage sampling strategy for both targeted 
interviews and a general population survey. Because we are interested in neighborhood effects, 
we will then draw up a purposive sampling frame of neighborhoods that include principal 
demographic categories of interest: race and ethnicity, and income. 
 
We will begin first by developing a sampling strategy for targeting individuals from diverse 
neighborhoods for in-depth interviews. The sampling frame would use Census data to establish 
geographic neighborhood boundaries. By utilizing Census tracts as a unit of analysis, we will 
establish thresholds of poverty/income levels and racial compositions to construct diverse 
neighborhoods (including disadvantaged neighborhoods). Utilizing Geolytics, a software 
program that allows for capturing Census data at granulated levels, including census tract levels, 
we will develop a comprehensive list of all census tracts in each market. From there we will 
analyze the distribution of income levels, poverty levels, and racial groups present in those tracts 
for the most current year available. In consultation with FCC, we will select census tracts that 
represent diverse neighborhoods in each market. We will then collaborate with Prospectus 
Influential, Inc. (described below) to obtain contact information for a random sample of 
individuals from each neighborhood (i.e. Census tract). We propose a sample of nine 
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neighborhood residents, within each Census tract (six Census tracts within each small market, 10 
within each medium market, and 12 Census within each large market respectively). This will 
yield a total of 504 interviews. We will conduct in-depth, one-on-one interviews with recruited 
respondents concerning: general demographics; CINs; forms of media use; and social network 
environment.    
 
We will then turn our attention to the general population survey. This survey will be informed by 
the in-depth interviews described above. In order to derive a representative, reliable sample in 
each of the six markets, a power analysis must be conducted. The following analysis was 
conducted for a hypothetical, multilevel modeling of studies in six cities. We assume that the 
cities will be selected through a purposive sampling process, with cities selected on substantive 
criteria including size and ethnic diversity. Because the cities have not yet been selected, we 
suggest the following framework for sample size and power calculation. We have assumed three 
metropolitan population parameters: areas of 1 million or above, areas from 500,000 to 999,999 
and areas of 150,000 or below. Within each region, the calculations are for a multilevel or 
hierarchical model. For such models there are a number of important constraints. True power 
calculations can only be performed where the instrument is known and has been validated. 
Therefore, the calculations for metropolitan areas given here will remain estimates until the 
instrument has been validated and the actual cities selected. 

Neighborhoods for targeted interviews and surveying will be selected by a stratified design. For 
the Community Ecology Study we propose a design that includes racial and ethnically diverse 
neighborhoods crossed with three-tiers of income: lower, middle, and upper. Most cities of 
concern will contain a majority white population, with significant African-American and Latino 
populations, clustered in neighborhoods. In addition, for some of the medium and the largest 
cities, there will likely be at least one additional population group (most likely Asian). So, for 
example, in the largest cities, we would have the following table for neighborhood sampling. 

Ethnicity/Income Lower Middle Upper-Middle 

White X X X 

African-American X X ? 

Latino X X ? 

Asian X X ? 

 

All cells will not necessarily be filled in all cities. In the largest cities, for example (Los Angeles 
or New York) we would see all cells filled, but in cities of 1 million we may see missing cells.  
Again, we are illustrating a possible distribution for a large city of 1 million, assuming there will 
not be clustered minority neighborhoods in the upper-middle category, but that minority 
members of this income group will be distributed randomly through majority white upper-middle 
class neighborhoods. 
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Further, we note that balanced sampling in each cluster will not likely hold, as neighborhoods 
vary substantially in size. Adjustments will have to be made as the design proceeds. We note that 
calculation of sample size and power in neighborhoods uses an intra-class correlation 
coefficient, a measure of neighborhood homogeneity, which will vary.  For power calculations, 
the “relationship between variance and power is nonlinear so determining the variance or sample 
size that will yield a particular power (for a fixed significance level) can be difficult (Cohen 
2005, p. 282).  This is further complicated because of the addition of multiple parameters. The 
estimation of power changes significantly with the choice of effect size. For our estimates, we 
are using small effect sizes of .15. The choice is driven by the substantive nature of CINs, which 
are both contextual and latent, as discussed above.  Finally, we have chosen a power level of .80; 
below this level the risk of Type II error is too great, above it requires significantly higher 
sample size (Cohen, 1992, p.156). 

For the hypothetical city of 1 million, assuming 12 neighborhoods sampled (allowing for all cells 
or an additional clustered group) and a small effect size of .15, an alpha of .05 and power of .80, 
the required sample size would be 732. For the hypothetical city of 500,000, assuming ten 
neighborhoods, a small effect size of .15, an alpha of .05 and power of .80, the required sample 
size would also be 732. For the hypothetical city of 100,000, assuming six neighborhoods, a 
small effect size of .15, an alpha of .05 and power of .80, the required sample size would also be 
732. 

It will be important for this survey to use a combination of mail and cellphone methodologies in 
order to maximize response rate. Therefore, we will begin by mailing the surveys, sending them 
out to the required number of individuals in each market (as determined by the power analyses). 
One to two weeks later a reminder post-card will be sent. One week following the post-card 
reminder, we will attempt telephone interviews with non-respondents. Using a multi-method data 
collection approach will not only increase response rates but can also produce less biased 
samples than mail-only protocols. Non-returns to mail surveys are likely to be related to survey 
content and hence are potentially biased. That is to say, individuals who do not complete surveys 
may do so because of negative feelings or opinions related to the survey content or questions. 
Completed surveys, consequentially, may be skewed in certain directions on certain measures. 
Non-response to phone surveys, conversely, is less directly related to survey content. Therefore, 
we propose conducting an initial mass mailing of surveys, and following up with non-
respondents via telephone or cell phone.  

We will work with Prospects Influential, Inc to pull a multi-channel list of consumers in each of 
the target markets from which to draw our sample (for both the in-depth interviews and the 
larger-scale survey). Prospectus Influential, Inc is a direct marketing list broker with access to 
more than 70,000 direct marketing lists worldwide. We will work with Prospectus Influential to 
set the specifications for the list, including geography down to neighborhood level. The list will 
provide name, address, and phone number. Once the list has been created, we will select a 
random sample, guided by the power analysis, of community citizens. After our sample is 
selected, we will send the survey via mail and then follow up by telephone.  Prospectus 
Influential also provides information to ensure compliance with “Do-Not-Call” list regulations.  
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iv. Instrumentation 
 

• Survey (Appendices H) 
• Reminder post-card (Appendix I) 
• In-depth interview questions (Appendix J) 
• Demographics form for interviews (Appendix K) 

 
v. Data analysis 

 
We anticipate employing a number of statistical methodologies for the analysis of the 
quantitative portion of the Community Ecology Study. These methods include univariate and 
descriptive statistics of variables of interest, as well as bivariate analyses (including t-tests and 
chi-square analyses) in order to illustrate relationships between key variables of interest. Chi-
square analysis is well suited to questions that address relationship between categorical variables, 
while t-tests can answer questions concerning continuous, non-categorical variables. Should the 
need arise for multi-variate techniques (i.e. exploring the relationship among several independent 
variables and one dependent variable), we are also equipped with the skill set to handle this type 
of analysis, including multiple regression, logistic regression, and factor analysis.  
 
Due to the multi-level sampling methodology of individuals for the general population survey, 
we are convinced that it may be necessary to employ a multi-level random coefficient model to 
illustrate the relationship between individual-level characteristics, neighborhood-level 
characteristics, and CINs. When we come to the analysis stage of the survey data, a multi-level 
modeling strategy (e.g. two stage least square regression or some variant) would be the most 
appropriate way to model the relationship between individual characteristics, neighborhood 
characteristics, and CINs. We would begin by running an intra-class correlation coefficient 
(described above), which we can also utilize to assess whether or not the "clustering" of 
individuals in each neighborhood is meaningful. We must pay attention to the clustering of 
individuals into neighborhoods. Otherwise, running an analysis as if all observations are 
independent may result in standard errors that are too small and test statistics that are too big (i.e. 
probability of making Type I error becomes inflated). The final analysis utilized will be largely 
dependent on the variables selected for inclusion on data collection templates. These analyses 
will be executed using Stata 12.0, a robust statistical package that can perform complex analysis 
techniques. 

 
For qualitative analysis of interviews with community citizens, we propose the use of Dedoose 
software, a web-based application for analyzing textual data. This software is unique in that it 
allows users and teams to analyze qualitative and mixed methods research data when conducting 
surveys and interviews in market research, psychology research, ethnographic research, and 
anthropology research. Users are able to work on projects simultaneously, while enjoying a high 
degree of security which is compliant with NIST, HIPAA, SOX, and GLBA. We propose using 
this software for a textual analysis of detailed interview notes and short answer survey responses 
from community citizens. This analysis will enable us to identify patterns, themes, and 
connections in the data that might not otherwise be detected from multiple readings of each 
transcript.  
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II. Preparation for IRB and OMB Clearance 
 
In an effort to maintain the highest levels of research integrity, all of our research is conducted in 
accordance with the standards for involvement of human subjects. As such, when the evaluation 
design and protocol has been finalized, our team will prepare and submit an Institutional Review 
Board and an Office of Management and Budget (OMB) Clearance Package. 
 
We have established an Institutional Review Board (IRB No. 00004885, FWA No. 00008632). 
As necessary with all research involving human subjects, project staff will present the research 
protocol, consent and assent forms to the IRB for review. Because our IRB meets quarterly, or 
more frequently as needed, expeditious review of the project is ensured. 
 
As a condition of employment, all Social Solutions staff and consultants involved in research 
must complete the required NIH Internet training course on the protection of human subjects. 
The OMB Clearance package will be developed at the same time as the IRB Clearance Package. 
It will include all of the data collection instruments as well as the evaluation protocol approved 
by FCC. The OMB clearance function is designed to ensure that studies undertaken by 
government agencies are safe, efficient, and useful. The Social Solutions process for OMB  
Clearance consists of the following steps:  

 1. Posting a notice in the Federal Register announcing the intention to initiate a new data 
collection study and to solicit comments from the public  
 

 2. Allowing 60 days to receive and respond to any comments from the public  
 

 3. Producing and submitting a draft OMB clearance package that includes a Supporting 
Statement and complete set of exhibits, including the material to be used for respondent 
recruitment, to the FCC Project Officer  

 
 4. Posting a second notice in the Federal Register allowing 30 days for public comment  

 
 5. After receiving FCC and public feedback, revise the OMB clearance package and 

resubmit it to the PO for approval  
 

 6. Once the PO provides approval of the clearance package, we will forward an electronic 
version of the Supporting Statement and five complete sets of the clearance package to 
the OMB Reports Clearance Officer  

 
 7. An OMB clearance package consists of a cover memorandum; standard forms; the 

supporting statement (generally no more than 20 pages); a copy of the Federal Register 
notice; legal authority to conduct the study; copies of data collection instruments, 
including cover letters and instructions; institutional review board information and 
approval letter (IRB); and statement of Privacy Act non-applicability or appropriate 
System of Records Notice from the Federal Register.  
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We have experience drafting and submitting documents for each of these clearances. Our staff 
will submit all drafts of notices and supporting statements and document to the FCC Project 
Officer for internal review and will revise the packages as needed. When the packages are 
submitted to IRB and OMB, the submission components (e.g., data collection instruments, data 
collection protocol, etc.) will not be further changed except in response to OMB or IRB 
comments. Based on previous experience, the Team will plan for and allow one month for IRB 
approval and five to six months for OMB review and approval.  

III.  Selecting Markets 
 

a. Defining Markets 
 

Six markets will be included in the planned study: 2 large, 2 medium, and 2 small markets. 
Market sizes were defined using the Nielsen TV Designated Market Area (DMA)6 Estimates and 
Ranks. Markets 1-62 are defined as large (any market with over 500,000 TV homes); market 63-
150 as medium (markets with 150,000-500,000 TV homes); markets 151-210 as small (markets 
with less than 150,000 TV homes).  

 
b. Primary Criteria 

 
The primary criteria used to select markets will be size and racial/ethnic diversity (including the 
availability of news in multiple languages). Given the multi-national, racial and ethnic 
composition of the United States, it is important that markets selected are representative of our 
increasing diversity. Further, given the focus of the study and FCC’s particular interest in access 
to CINs by minority and underserved populations, diversity of the selected markets is integral.  

 
c. Additional Criteria 

 
Additional criteria considered are geographic diversity, urban vs. rural, and the percentage of the 
elderly and poor populations. Practicality will also be a concern, which is why availability of 
partners, as determined through participants at the expert meeting, or the presence of a local 
School of Journalism/Communications, etc., is being considered. 
 

IV. Data Plans 
 
Training.   
We will provide training for all researchers who will be conducting interviews. The training will 
help ensure researcher commitment to the methodology, as well as encourage consistency 
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between interviews and therefore make data more reliable. Training will consist of the following 
components: 
 

• Setting up the interview (using recording equipment, explaining the context and format to 
the participant, how long it will take, asking participants if they have questions, etc.) 

• Interview questions (researcher familiarity with the tool, clarification of terms) 
• Techniques for strong interviewing (asking one question at a time, avoiding strong 

emotional reactions to responses, maintaining control of the interview, transitioning 
between major topics) 

 
We will also provide training for researchers who will be coding both interview data and media 
content. This training will ensure inter-rater reliability, without which data validity is impossible. 
Coder training can also be used as an informal test of the instrument and coding instructions, 
which can then be refined as needed. Coder training will consist of guided practice sessions, 
starting with coders working together and discussing categories, and then progressing to working 
independently.  There will also be training on the database that will be used and an annotated 
coding manual will be provided. Coders will learn operational definitions of terms and specific 
interpretations of the indicators to be rated. They will also learn techniques for avoiding fatigue.  
 
Data Collection. 
Data scoring, entry, and analysis will be conducted by our research team.  The data analysis will 
potentially include examination of the frequencies, demographic comparisons, multi-variate 
modeling, and in-depth interview analysis 
 
Database Development.   
We will construct a user-friendly and intuitively designed database. Construction of the database 
will be a collaborative effort between FCC staff and Social Solutions to ensure feasibility of use 
and acceptability of final analysis and reporting outcomes.  
 
We have used a number of statistical programs (including SPSS, SAS and Stata) to develop 
databases for purposes of data collection, handling, analysis, and reporting.  We recommend use 
of Stata. Stata is a highly regarded statistical package, which can handle all of the projected 
bivariate and multivariate analyses planned for this study, including scale reliability analyses.  
We can export the final database in a format compatible with other formats, including SPSS and 
SAS, should FCC so desire. 
 
Data Storage.   
All study data will be collected and then housed at our office.  Data will be kept in a locked 
filing cabinet in a locked office.  Data will be stored in this office for seven years after the 
completion of the study and destroyed in accordance with the American Psychological 
Association standards.   

V.  Study Report  
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Upon receipt of FCC’s comments, edits, and suggested changes, we will finalize the project 
findings report. Although the content and format of the final report will be determined during the 
project period, we anticipate the report will include the following:  

 • Executive Summary  
 • Evaluation Protocol  
 • Methodology  
 • Participant Characteristics  
 • Measures  
 • Data Analyses  
 • Findings  
 • Recommendations for Fine Tuning Research Design (based on field experience)  

The proposed 6 market design described above assumes a 1 year project timeline. We will 
finalize the study design collaboration with FCC. Following approval of the design, the protocols 
will be refined and submitted with the design for OMB review and clearance. Assuming 
submission to OMB on January 31, 2013, we anticipate that we will be able to start collecting 
data by April 2013.  We expect to finalize data collection by mid-September, 2013, and to be 
able to provide a report to FCC by December 31, 2013. 
 

PROJECTED STUDY TIMELINE 
(Contingent on OMB approval, Assumes Expedited Approval) 

PROPOSED TASK ANTICIPATED 
PROJECT 
TIMELINE 

PROJECTED 
COMPLETION 
DATE 

DELIVERABLE(s) 

Meeting Report and 
Draft Study Design 

September 17-October 
31, 2012 

October 31, 2012 1) Research Design 
Meeting Summary 
Report 
 
2) Draft Research 
Design 
 

Final Study Design October 12, 2012 to 
December 17, 2012 

December 31, 2012 Approved Research 
Design 

OMB and IRB 
Approval 

January 2, 2013 to 
January 31, 2013 

Submit January 31, 
2012 
Approval by March 31, 
2013* 

OMB and IRB 
Approval 

Code Data, Develop 
Database, Conduct Data 
Training 

February 1, 2013 to 
March 31, 2013 

March 31, 2013 Database Developed 
All Collectors Trained 

Collect and Enter Data April 1, 2013 to 
September 15, 2013 

September 15, 2013 Data Collected and 
Entered 

Analyze Data September 16, 2013-
October 31, 2013 

October 31, 2013 Preliminary Analysis 
Report  

Write Final Report November 1, 2013 to 
December 15, 2013 

December 15, 2013 Final Report 
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Station Owners, Managers or HR 

• What is the news philosophy of the station? 
• Who is your target audience? 
• How do you define critical information that the community needs? 
• How do you ensure the community gets this critical information? 
• How much does community input influence news coverage decisions?
• What are the demographics of the news management staff (HR)? 
• What are the demographics of the on air staff (HR)? 
• What are the demographics of the news production staff (HR)? 

 

Corporate, General Managers, News Directors, Editors, etc 

• What is the news philosophy of the station? 
• Who else in your market provides news? 
• Who are your main competitors? 
• How much news does your station (stations) air every day? 
• Is the news produced in-house or is it provided by an outside source? 
• Do you employ news people? 
• How many reporters and editors do you employ? 
• Do you have any reporters or editors assigned to topic “beats”? If so how many and what 

are the beats? 
• Who decides which stories are covered? 
• How much influence do reporters and anchors have in deciding which stories to cover? 
• How much does community input influence news coverage decisions? 
• How do you define critical information that the community needs? 
• How do you ensure the community gets this critical information? 

 
On-Air Staff (Reporters, Anchors) 

• What is the news philosophy of the station? 
• How much news does your station air every day? 
• Who decides which stories are covered? 
• How much influence do you have in deciding which stories to cover? 
• Have you ever suggested coverage of what you consider a story with critical information 

for your customers (viewers, listeners, readers) that was rejected by management? 
o If so, can you give an example? 
o What was the reason given for the decision? 
o Why do you disagree? 
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community-specific news, 
information and engagement platform. Patch is available in many, but not all communities. 
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1. Tell us about how you find information when you need it? (Provide examples if 
necessary: politics, emergencies, traffic, weather, etc) 

a. Do you use newspapers, television, radio, the internet?  
b. Which source do you use the most?  
c. Do you use different sources to find different kinds of information?  
d. Please name all of the local news/public affairs sources you rely upon. 
e. Please name all of the local news/public affairs sources you trust. 
f. Please name all of the local news/public affairs sources you think are biased. 
g. Please name all of the local news/public affairs sources you think are fair. 
h. Please name all of the local news/public affairs sources you think best 

understands/represents you? 
i. Please name all of the local news/public affairs sources you share with 

family/friends? 
j. Please name all of the local news/public affairs sources you give information 

to/call in/blog for/contribute comments on-line to? 
k. Please name all of the local news/public affairs sources you think offer you a 

chance to share your views? 
l. Which is the easiest to use? Which gives you the best information? 

 
2. Where do you get information about emergencies and risks, both immediate and long 

term? How important is this information to you? Why? Do you feel the information you 
get is adequate? 

a. Probe for all remaining CINs: health and welfare; education - including 
information about schools; transportation – including available options, schedules 
and costs; economic opportunities, including job openings, job training and 
information and small business assistance; environment, including air and water 
quality, and access to parks and other recreation;  civic information, including 
what civic institutions and opportunities to associate with other people are 
available; political information, including information about candidates at all 
levels, information about public policy initiatives affecting your community and 
neighborhood 

3. Are there particular people or community groups/institutions that help you find the 
information you need? (Provide examples if necessary: PTA, house of worship, 
neighbors, etc) 

a. Who/what are they, what kinds of information do they give you? 
b. How do they provide that information? 

4. What are the barriers you encounter when trying to obtain information?  
a. What would make it easier for you to get the information you need? 
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b. With what frequency are you able to obtain information in your native language? 
c. What culturally specific resources to do you reference, if any? (Provide examples, 

if necessary: culture-specific community centers. Listservs, websites, etc.) 
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Demographics Form 

Thank you for taking the time to complete this survey. The information you provide will help us to 
understand how individuals obtain information up-to-date news and other critical information. Please 
answer each question as honestly as possible. Your name will not be linked to the answers you provide. 
The information you provide will be completely confidential. Do not include your name on this survey. 
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Thank you for taking the time to complete this survey. The information you provide will help us to 
understand how individuals obtain information up-to-date news and other critical information. Please 
answer each question as honestly as possible. Your name will not be linked to the answers you provide. 
The information you provide will be completely confidential. Do not include your name on this survey. 
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Please read the following scenarios and identify which of the following media outlets would 
provide the best information in that specific scenario. Please select the ONE option that is BEST 
suited to obtaining information for that scenario. If there is no source that would provide the 
information, please select option ‘g) None of the above’ 

When you select the resource that best meets your needs, please provide the exact information. 
For example: if you would obtain information from the Internet, please indicate the site you 
would search. If you would rely on the TV, please indicate the station, etc.  
 

You wake up to find several inches of snow on the ground. You need to know whether your child’s 
school has been cancelled or delayed, and whether the roads are clear enough for you to get to 
work. Where would you find this information? 

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 

 

While riding the bus home from downtown, you noticed that there were many law enforcement 
personnel at your stop. They had guns drawn and the dogs were looking around sniffing the trash 
cans. How would you go about finding out what was going on and what they may have been looking 
for?  
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a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You noticed a strange leak at the gas station. After watching it for a while, you tell the gas 
attendant. The attendant only speaks Spanish and you do not but you do not think that the building 
is safe. What resources will you use to find out if there is a safety issue? 

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
Your friend has chronic migraine headaches, is unemployed and has no health insurance. She has 
had flair up in her condition and refuses to go to the hospital. She needs insurance but doesn’t 
know where to start. What resources do you suggest she reference to assist with obtaining 
insurance? 

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
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You live in your apartment - a single parent with three children. Your cousin passes away and you 
take on the responsibility of caring for her four children. Now you have seven children that you 
need help to clothe and feed. You want to apply for Food Stamps but do not know where to begin. 
Which of the following resources would you turn to in order to find out how to apply for food 
stamps?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You are a parent of a gifted & talented student who has skipped several grades. Your child needs 
an environment that will help him thrive and his current school is not equipped to assist with this 
growth. How do you find out what more can be done to assist your child?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You are planning to move for work and are looking for a school for your child. You need to find 
information on the school systems in Tucson to determine to where you should look for a home. 
What resources would you use to begin your search?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 
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e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 

You usually drive everywhere and have not used public transportation since you were a child. You 
need to know how to get across the city; your car is in the shop; and you have no other options. You 
tried asking some friends but they too drive everywhere. How do you go about figuring out the bus 
schedule in your area?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
It is Inauguration time and you have many family members that want to go to downtown to see the 
actual ceremony live. You want to know how much it will cost everyone and make sure that you all 
arrive downtown on time. Which of the following resources will you use in order to figure out 
scheduling and cost?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You dislike your current employment, boss and colleagues. You want to apply for other positions 
but need some more training to add to your resume. What resources will you use to determine 
where you can access training opportunities? 

a) Internet, Site/s: _______________________ 
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b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You want to leave the corporate world and create a business where you help at-risk youth. You 
know that creating a non-profit is a much different world then what you are accustomed to. What 
resources will you use to create your non-profit?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
Your neighbor is concerned his water may have bacteria in it based on the color and smell. He 
wants to know how he can test it for sure. Where would you suggest your neighbor turn to in order 
to test their water?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
Every morning on your way to work, you notice heavy smoke clouding the school bus stop. Car and 
bus emissions seem very high. One parent asks you who to contact in reference to this problem. 
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Where would you suggest the she look in order to successfully find someone to test the air quality in 
the neighborhood?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You move into a new neighborhood and it is almost voting time. You have not received information 
of your polling place. Where do you go to get this information?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You see that children have no way of crossing the major intersection by your house to get to their 
bus stop. A few other parents have complained as well because you can foresee an accident 
occurring. You have recommended a crosswalk be added to the street. Which of the following 
resources would you use to find out more about how to get a crosswalk implemented on this major 
road? 

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 
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f) Another Resource: _______________________ 

g) None of the above 

 

You hear that your childhood friend has been nominated for delegate of his district. You want to 
see if this information is true. Which of the following resources would you turn to in order to 
confirm his nomination? 

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
 
You want to find out more information about the candidates who are running for the primary 
election. You hear that both candidates’ views are moderate and you want to know more. Which of 
the following resources would you turn to in order to find out each party’s political views?  

a) Internet, Site/s: _______________________ 

b) Radio, Station/s: _______________________ 

c) TV, Station/s: _______________________ 

d) Local newspaper/s, Name/s: _______________________ 

e) Social Circle/Individual/s: ________________________ 

f) Another Resource: _______________________ 

g) None of the above 
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